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Abstract 

In this paper, we describe hybrid feature extraction for offline handwritten character recognition. 

The proposed technique is a hybrid of structural, statistical and correlation features. In the first step, 

the proposed technique identifies the type and location of some elementary strokes in the character. 

The strokes to be looked for comprise horizontal, vertical, positive slant and negative slant lines–as 

we observe that the structure of any character can be approximated with the help of a combination of 

simple straight line strokes. The strokes are identified by correlating different segments of the 

character with the chosen elementary shapes. These normalized correlation values at different 

segments of the character give correlation features. For making feature extraction more robust, we 

add in the second step certain structural/statistical features to the correlation features. The added 

structural/statistical features are based on projections, profiles, invariant moments, endpoints and 

junction points. This enhanced, powerful combination of features results in a 157-variable feature 

vector for each character, which we find adequate enough to uniquely represent and identify each 

character. Prior, handwritten character recognition problem has not been addressed the way our 

proposed hybrid feature extraction technique deals with it. The extracted feature vector is used during 

the training phase for building a support vector machine (SVM) classifier. The trained SVM classifier 

is subsequently used during the testing phase for classifying unknown characters. Experiments were 

performed on handwritten digit characters and uppercase alphabets taken from different writers, 

without any constraint on writing style. The obtained results were compared with some related 

existing approaches. Owing to the proposed technique, the results obtained show higher efficiency 

regarding classifier accuracy, memory size and training time as compared to these other existing 

approaches. 
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1. Introduction 

Handwritten character recognition (HCR) is the 

computer based identification of handwritten 

numerals and alphabets. HCR is a step towards the 

automation of human interaction with machines. 

HCR has applications for assisting visually-impaired 

people; for automatic database recording and filtering 

of written documents; writer identification and 

signature verification etc. [1]. Despite its tremendous 

scope of application, HCR is a difficult object 

classification task because each writer has its own 

way of writing characters and writing fashion varies 

for a single writer too. 

1.1 Feature extraction and related work 

One of the most important phases in 

successfully achieving character recognition is the 

task of feature extraction. Feature extraction stage 

identifies and extracts various attributes from 

characters that help distinctly and uniquely 

distinguish different characters. A number of 

different feature extraction methods have been 

proposed in literature in accordance with different 

character representations. For example, different sets 

of features have been defined to best represent 

character shapes, boundaries, their skeletons and 

strokes etc. Trier et al. [2] comprehensively describe 
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different types of features and methods for character 

recognition task. Among these methods, there are 

statistical feature extractors and structural feature 

extractors. Statistical features consider the statistical 

distribution of pixel values. Major statistical features 

used for handwritten character recognition task 

include zoning, projections, profiles, and crossings 

etc. Structural features consider the geometry and 

topology of character samples such as number of 

loops, end points, junction points, aspect ratio, type 

of strokes and their directions etc. Some feature 

extraction methods are based on different 

transformations such as those based on Fourier 

transform, wavelet transform, central moments, and 

Zernike moments etc. In [3], the authors describe a 

zoning based feature extractor to recognize 

handwritten numerals of Indian Kannada script. 

Authors in [4] recognize handwritten numerals using 

Fourier descriptors and neural network. In [5], the 

authors recognize Chinese handwritten characters 

using gradient and wavelet based features. In [6], the 

authors extract moment based features in order to 

recognize handwritten Arabic letters. They use 

genetic algorithm for feature selection and use SVM 

to evaluate the classification error for the chosen 

feature subset. 

Instead of focusing on feature vector based on a 

single representation of a character, it is a trend now 

of combining different types of features extracted 

from different representations of the same character. 

The advantage of combining, and harnessing, such 

different kinds of features is that it can offer wider 

range of identification clues to help improve the 

accuracy of recognition. For example, Heutte et al. 

[7] combine different statistical and structural 

features for recognition of handwritten characters.  

They construct a 124-variable feature vector 

comprising following seven families of features: 1) 

intersection of the character with horizontal and 

vertical straight lines, 2) invariant moments, 3) holes 

and concave arcs, 4) extremas, 5) end points and 

junction points 6) profiles, and 7) projections. Aurora 

et al. [8] combine different feature extraction 

techniques such as intersection based features, 

shadow features, chain code and curve fitting features 

for Indian Devnagari language script.  Kimura et al. 

[9] propose a genetic algorithm based strategy for 

finding a suitable combination of features from a 

large pool of features with the objective criteria to 

minimize the classification error. 

1.2 Pattern classification and related work 

The second most important component in 

successfully achieving handwritten character 

recognition is the pattern classification stage. This 

stage will assign an unknown character sample to one 

of possible classes by utilizing the information of 

feature extraction stage. Different types of classifiers 

can be built based on the nature and type of data 

samples and the extracted features. Classifiers used 

for character recognition problem include k-nearest 

neighbor classifier, hidden Markov model (HMM), 

support vector machine (SVM), and artificial neural 

network (ANN) etc. Jain et al. [10] give a review of 

statistical pattern recognition techniques. In [11], Pal 

and Singh train neural network to recognize 

uppercase handwritten characters based on Fourier 

descriptors of character boundaries as features. In 

[12], recognition of handwritten alphabets using 

neural network and zoning based diagonal features is 

addressed. In [13], Shubhangi and Hiremath 

recognize English handwritten characters and digits 

by extracting structural micro features for SVM 

classifier. Nasien et al. [14] also use SVM classifier 

to recognize handwritten alphabets by employing 

Freeman Chain codes as the features. In [15], Train et 

al. recognize accented handwritten French characters 

based on a combination of structural and moment 

features for SVM classifier. In [16], Liu and 

Nakagawa give a review of learning methods for 

nearest neighbor classifiers. [17] and [18] build 

HMM to recognize, respectively, offline handwritten 

Chinese characters and online English characters. 

1.3 Present Work 

In this paper we propose a different hybrid 

feature extraction technique which comprises a group 

of 100 correlation features alongside with another 57 

structural/statistical features. Our correlation features 

are based on Pearson‟s correlation coefficient [19-20] 

which has been widely applied for the purpose of 

measuring similarity or disparity among the images. 

The value of correlation coefficient indicates the 

extent to which two images are similar. Here, we 

seek the application of Pearson‟s correlation 

coefficient in a different way so as to identify the 
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basic elementary strokes in handwritten characters. 

For this, we compute the correlation coefficient 

among different character segments and the chosen 

elementary shapes. We transform the character 

images in frequency domain then we normalize their 

energy values as it is a well known fact in signal 

processing theory that the correlation in spatial 

domain is simply the multiplication in frequency 

domain. Shioyama and Hamanaka [21] extract 

similar correlation function based features for the 

problem of Chinese hand-printed character 

recognition. They however perform their 

classification based on minimum distance decision 

rule. We, on the contrary, perform final classification 

based on support vector machine (SVM). The biggest 

challenge, in achieving high accuracy results for 

SVM classification problems, is the extraction of 

robust features from the data samples. Shioyama and 

Hamanaka [21] argue that since the correlation 

function is based on power spectral density of 

character images, it is invariant under a translational 

transform and hence can absorb the local variation in 

hand-printing. In this paper, we test the application of 

this correlation function based approach to the 

domain of English handwritten alphabets and 

numerals.  To the best of our knowledge, such Fast 

Fourier Transform (FFT) based correlation approach 

has not been yet applied for the classification of 

English handwritten character samples, though some 

significant work on fuzzy rules based identification 

of lines and curve strokes in the characters does exist 

[22-23]. 

In our case of unconstrained handwritten 

character recognition problem, these correlation 

features alone did not give satisfactory accuracy for 

SVM classification. To make the feature vector more 

robust, with regard to capability of better 

distinguishing the characters, we combine correlation 

function based features with a number of structural or 

statistical features. Some structural uncovered 

features are end points and junction points which we 

add to the correlation features. Finally we add 

profiles, projections, and moment features to our 

correlation features as these are based on binary 

images of characters whereas correlation features are 

based on skeletonized characters. This sophisticated 

combination of features has resulted in a feature 

vector which, as results show, has proven robust to 

character style variations and shows better results as 

compared to related existing approaches.  To the best 

of our knowledge, such proposed hybrid feature 

extraction technique also has not been yet applied the 

same way for character recognition problem. After 

feature extraction stage, we train SVM classifier on 

extracted features of training data. The built SVM 

model is subsequently used for the recognition of 

unknown characters during the testing phase. 

1.4 Paper Organization 

This paper is organized as follows: in section 2, 

we describe in detail our proposed methodology for 

handwritten character recognition. Section 3 presents 

experimental results, analysis and discussion. Section 

4 and section 5, respectively, describe future work 

and conclusion of our research. 

2. Proposed Methodology 

Our proposed work presents a complete 

handwritten character recognizer. The system can be 

split into three stages (as shown in figure 1): a) pre-

processing, b) proposed feature extraction scheme, 

and c) SVM-based training and classification. In the 

following we will describe each of these sub-stages 

in detail. 

 

Fig.1:   Block diagram of complete HCR system 

 

2.1 Preprocessing 

We collected data samples of handwritten 

alphabetic characters and digit characters from 

different writers on plain white papers. The writers 
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were allowed to write the characters without any 

constraint on writing style or equipment. The written 

documents were then scanned at 150 dpi resolution 

and stored in the PC as gray-scale images. An 

example image is shown in figure 2. 

 

 

Fig. 2:    Gray-scale image 

Pre-processing step was performed on these 

images to remove the noise from these documents 

and also to minimize the variations in character 

styles. For example, we often observe long, slight 

shades at the edges of scanned images. Sometimes, 

the document was not clean that produced small dots 

in the images. This noise generated by shaded areas 

and dots must be filtered during pre-processing step. 

Moreover, the characters must be skew, slant and size 

normalized to minimize the writing variations. 

Typical steps performed during pre-processing were 

the following: 

2.1.1  Thresholding 

This is used to convert gray-scale image to 

binary image. A threshold is defined for this purpose; 

the pixels above this threshold are set to white and 

those below the threshold are set to black. We tested 

different values of threshold on the scanned images. 

Threshold value of 190 produced good quality binary 

images. The result of thresholding step is shown in 

figure 3. 

 

Fig. 3:    Binary image 

2.1.2  Filtering 

This is used to remove the noise present in the 

binary image. To remove small black specks in the 

image and the black shade appearing at the edges, we 

performed median filtering. Further, the documents 

were cropped from the edges. We found that the 

thresholding and filtering steps often resulted in some 

broken characters. To rejoin the broken characters, 

we performed image dilation operation on the filtered 

images. An example filtered image is shown in Fig.4. 

 

Fig. 4:     Filtered image 

2.1.3  Boundary Tracing 

This step identifies the connected components 

i.e. characters in the filtered images and stores them 

in an array. To find the connected components, our 

algorithm starts by traversing the rows of filtered 

image. If in any row the algorithm finds a foreground 

pixel, it marks that pixel then it picks and marks all 

the neighbors of found pixel in different search 

directions till all the pixels of the potential character 

have been traversed and marked. If in any row the 

algorithm does not find any foreground pixel, it will 

continue its search in the next row. If the size of any 

picked connected component is too small (less than 

10 pixels), the algorithm treats that component as 

noise and thus discards it. 

2.1.4  Normalization 

During normalization step, we remove slant in 

characters and resize them to a 30 30 window. Slant 

is the average divergence of the vertical strokes of the 

character from the right angle position. To remove 

the slant, we employed projection histogram based 

technique [24]. We limit the search of slant angle to 

[-11, 11] and apply the following horizontal shear 

transformation to the character image: 

yy

)tan().yy(xx

5

c5
         (1) 

In equation (1), each image pixel (x, y) is 

transformed to new pixel value ( , )s sx y , cy is y-
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coordinate of centre and is the angle of 

transformation. At each angle then we calculate the 

sum of vertical projection profiles of the transformed 

character. The angle with the maximum sum of 

vertical projection profile is the required slant angle. 

Finally, we apply inverse shear transformation to the 

character image through the estimated slant angle. 

For the characters of figure 4, normalized images of 

characters are shown in figure 5. 

 
Fig. 5:    Normalized characters 

2.1.5  Skeletonization 

This step reduces the thickness of character 

image to one-pixel by removing the pixels on the 

boundary of the character but without breaking the 

character. A number of efficient algorithms for 

skeletonization have been proposed in literature [25-

26]. We performed thinning operation on the 

handwritten characters as for example shown in 

figure 6. We extract some features on character 

skeletons such as those of endpoints, junction points 

and features based on correlation function. 

 

Fig.6:    Skeletonized characters 

2.2 Proposed feature extraction 

Our proposed feature vector for handwritten 

data samples has a length of 157 variables. It is a 

hybrid of correlation function based features and 

some structural/statistical features as described 

earlier. To the best of our knowledge such hybrid 

scheme of feature composition (i.e. correlation 

function based features combined with some 

structural/statistical features) has not yet been applied 

and tested the same way for the problem of 

handwritten character data samples.  We have 

successfully applied and tested such combination of 

features to capturing character variations in 

experimental data of several different writers. The 

scheme has demonstrated high recognition accuracy 

on the testing data, as described later in section 3. In 

the following, we describe our proposed feature 

extraction technique in detail. 

2.2.1  Correlation function based features 

We extract correlation function based features 

from the skeletonized characters. The normalized 

character images are of size 30 30 . We divide each 

character into different segments, each of size 9 9 . 

We define four elementary shapes, each of the size 

same as that of segments, i.e. 9 9 . The four 

elementary shapes chosen are horizontal line, vertical 

line, positive slant line and negative slant line. These 

entire four elementary shapes were located at the 

central position of the 9 9 window. Our feature 

extraction stage identifies and determines the type 

and location of the elementary shapes in the character 

samples. It does so by correlating the different 

segments of the character sample with the chosen 

elementary shapes through Pearson‟s correlation 

function [19] in frequency domain. To compute the 

correlation, we need to define the correlation points 

in the 30 30 window of the normalized character 

samples. Experimental simulations show that the 

following correlation points give good classification 

results on the data samples of handwritten English 

alphabets and digits: 

Horizontal axis of normalized 30 30 character 

image: 

m = [5;10;15;20;25]                    (2) 

Vertical axis of normalized 30 30 character 

image: 

n = [5;10;15;20;25]                    (3) 

Combining the axes in equation 2 and 3, we 

obtain following correlation points around which we 

take the different segments of each character: 
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          mn = [5 5;5 10;5 15;5 20;5 25; 

                   10 5;10 10;10 15;10 20;10 25;  

                   15 5;15 10;15 15;15 20;15 25; 

                   20 5;20 10;20 15;20 20;20 25; 

                  25 5;25 10;25 15;25 20;25 25];      (4)   

Now, we divide the character into different 

segments. Each segment is of size 9 9   with its 

centre at the points of „mn‟ vector in equation (4). 

The graphical form of this whole procedure is shown 

in figure 7 which contains four elementary shapes on 

the left side and an example handwritten character on 

the right side. The example handwritten character is 

divided into segment windows (two segment 

windows shown as example in figure 7). The centre 

of each segment window is indicated by a cross ( ). 

 

Fig.7: Computing correlation of elementary shapes 

with different segments of handwritten 

character 

We find the normalized correlation value of 

different segments with the elementary shapes by the 

following procedure: 

Step a: Take 2-dimesional Fourier transform of 

both the 
tht elementary shape and the different 9 9  

character segments centered at 
thmn  position as 

follows. 

)},(_{2)2,1(_ crPICtFFTwwPICt     (5) 

)},(_{2)2,1(_ crSEGmnFFTwwSEGmn    (6) 

Step b: Now compute the normalized correlation 

value by Pearson‟s correlation function as in eqn. 7. 

  

1, 2 1

2 2

1, 2 1 1, 2 1

_ ( 1, 2) _ ( 1, 2)

( , , )

_ ( 1, 2) _ ( 1, 2)

N

w w

N N

w w w w

t PIC w w mn SEG w w

h t m n

t PIC w w mn SEG w w

  (7) 

Step c: Repeat steps a and b for all the 

elementary shapes, i.e. t = 1, 2, 3, 4. 

This gives a total of 100 correlation features, 25 

for each elementary picture. An important property of 

these features is that, since they are based on power 

spectral density [21] of character images, so they are 

invariant under a translational transform in the 

character images. 

2.2.2  Structural/statistical features 

For our unconstrained handwritten character 

recognition problem, our results show that the 

extracted correlation features alone do not give 

satisfactory accuracy for SVM classification. To 

make the feature vector more robust with respect to 

capability of better distinguishing characters, we 

needed to provide some more identification clues to 

the SVM classifier. For this purpose, we combined 

correlation function based features with some 

structural/statistical features. On this new 

combination of features, the SVM classifier showed 

high recognition accuracy during the testing phase. 

The 57 more statistical/structural features added to 

the correlation features are described in some detail 

below: 

2.2.2.1 End points and junction points: 

These features are extracted from the thinned 

characters. End points are those having only one 

neighbor, while junction points have at least 3 

neighbors. We select the number of end points, the 

number of junction points, and the x-y locations of 

these points as the features to be stored. Since the 

number of end points and junction points can vary 

from one character type to another, we need some 

strategy to convert these features into fixed length 

vector. For this purpose, we employ the strategy of 

[7]. Maximum number of end points and junction 

points, call it p, are noted down from the training 

data, and their average value with corresponding x-y 

position is computed. If any character has less than p 

pointes, then empty row in feature vector is filled 

with the average value. If during testing phase, the 
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character happens to have greater number of points 

than p, then extra points are simply discarded. All 

these features are normalized in range [0, 1]. 

2.2.2.2 Projection histogram: 

We compute the normalized features as in [7] 

from cumulative vertical and horizontal projection 

histogram of the characters. The Y-axis of both 

histograms is divided into 11 equal parts and 10 

corresponding points on the X-axis are taken as the 

features. 

2.2.2.3 Profiles: 

We compute normalized features as in [7] from 

the top, bottom, left and right profiles. After 

computing the profiles, we find first-difference 

profiles by taking the difference of a point from its 

previous one. The maximas in four difference 

profiles are stored as features. Then the difference 

between left and right profiles at 1/3, 2/3, and 5/6 of 

the character‟s height is recorded as features. 

Similarly, the difference between top and bottom 

profiles at 1/3, 2/3, and 5/6 of the character‟s width 

are stored as features. 

2.2.2.4  Invariant moments: 

The invariant moments [27] measure pixel 

distribution around the center of character image. 

These moments are invariant to position, size and 

orientation of the character. We compute seven 

invariant moments for all the characters and store 

them as features. 

2.3 SVM based classification 

Once the feature extraction stage is complete, 

our next phase was to build an intelligent classifier on 

the extracted feature vector of all the data samples. In 

this research we have chosen the SVM classifier [28-

29] for training and classification purpose. SVM is a 

2-class classifier that separates the data samples of 

two classes by computing a maximum-margin 

boundary between them. The solution for this 

separating boundary is expressed in the form of a 

mathematical optimization problem and it is well-

established in SVM literature [29]. In case, the data is 

nonlinearly separable, SVM makes the data linearly 

separable using kernel functions. A kernel function 

maps the input data patterns to some high 

dimensional space to make the points linearly 

separable in high dimensional space. Common kernel 

functions used for classification are Gaussian radial 

basis function, hyperbolic tangent, polynomial 

kernel, etc. The separating boundary between the two 

classes is defined as 

                                                                  (8) 

                                                                  (9) 

                                                                (10) 
 

where ξi counts the number of misclassified 

samples. For training data vector 
nRx1  i=1,2,..m 

and class labels }1,1{, ii yy , the SVM solves the 

following optimization problem: 

 

 Minimize:                                              (11) 

 

 subject to:                                               (12) 

where c > 0 is used to impose penalty for error terms. 

Based on Lagrange multipliers, equation 11 and 12 

can be expressed in their dual forms as 

 

Maximize:                                                         (13) 

                                             

subject to:                                                           (14) 
 

1  have nonzero values for data points close to the 

decision boundary and are called Support Vectors 

(SV). These SV determine the separating hyperplane. 

The binary SVM classification problem can be 

converted to multi-class classification by building a 

number of 2-class SVM classifiers for different class 

pairs and then taking the final classification decision 

based on different strategies such as max-wins 

strategy, winner-takes-all strategy etc. Max-wins 

strategy is the majority-voting decision of all the 2-

class SVM classifiers. In winner-takes-all strategy, 

the binary classifier with highest output function 

takes the decision of classification.  Common 

existing approaches [30-32] for multi-class 

classification problem are one-against-one (OAO), 

one-against-all (OAA), binary tree of SVM and 

directed acyclic graph (DAG) etc. In this research, 

we have chosen OAO technique for multi-class 

classification. 
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3. Results, Analysis and Discussion 

We tested this system on handwritten characters 

taken from 30 different writers, who were allowed to 

write in their natural style. The whole system was 

implemented in MATLAB. After the pre-processing 

stage, we extracted a total of 6092 characters for 

handwritten uppercase alphabets and 2279 

handwritten digits from the scanned documents. Data 

samples were divided into two parts: a two-third of 

data samples was reserved for training purpose while 

one-third of data samples was reserved for testing 

purpose. Accordingly, alphabets training data 

consisted of 4067 characters while alphabets testing 

data comprised 2025 characters. Similarly, digits 

training data consisted of 1857 numerals while digits 

testing data consisted of 922 numerals. Feature 

vectors of dimension 157 were extracted for the 

training data of handwritten characters and numerals. 

One SVM model was trained on 157 4067 feature 

matrix of alphabets and another was trained on 

157 1857 feature matrix of handwritten digits. SVM 

parameters on training data were fine-tuned using 3-

fold cross-validation. Once the SVM models of 

handwritten alphabets and digits were trained, we 

checked performance of the recognition system on 

reserved testing data sets. Out of the testing data, 

only 32/922 digits and 80/2025 alphabets were 

misclassified. This gives 96.5% recognition accuracy 

on chosen digits data and 96% recognition accuracy 

on chosen alphabets data. The system showed 100% 

accuracy on training data of both alphabets and 

numerals. We compared performance of our  

 

 

 

 

 

 

 

 

 

proposed technique with [7] and [21] on the same 

handwritten data samples. The SVM classifiers were 

trained and tested on the feature extraction techniques 

of [7] and [21]. The results are shown in Table 1. 

Table 1 shows that our proposed technique is 

more accurate and more efficient compared to the 

other two approaches. Its training time and memory 

size of found classifier is much less compared to the 

other two approaches. The system has also higher 

recognition rate as compared to other two 

approaches. We further examined the performance of 

our system on data samples of a new writer not 

originally among the 30 writers on whom the system 

was trained and tested.  Figure 8 and figure 9 show 

performance of the system on this new writer. We 

observed during the feature extraction stage that the 

thinning process sometimes eliminates important 

character strokes which cause some characters to get 

misclassified. The system performance can therefore 

be further improved by refining the thinning stage. 

4. Further Research 

Our proposed hybrid feature extraction 

technique in conjunction with SVM classifier has 

shown good performance on handwritten digits and 

uppercase alphabets. In future, we intend to test the 

performance of proposed technique on lower case 

alphabets. To obtain satisfactory accuracy on 

lowercase characters, our hybrid technique might 

adjust the window size and shape of elementary 

segments including, if necessary, some micro 

structural features specific to lower case characters. 

 

 

 

 

 

 

Table-1: Comparison of different approaches on the collected handwritten data set 

Approach Number of SV‟s 

Digits   Alphabets 

Training Time 

(Sec)  

Digits Alphabets 

Size of Classifier 

(MB) 

Digits Alphabets 

% Accuracy  

Digits Alphabets 

Heutte    [7] 358 1111 216 8830 0.565 2.55 94.37 95.44 

Shioyama [21] 424 1779 350 3357 0.786 1.10 93.33 89.15 

Ours 548 1743 68 2010 0.366 1.16 96.5 96 
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Fig.8 System‟s performance on digit samples of 

new writer 

 

 
Fig. 9: System‟s performance on alphabet samples 

of new writer 

5. Conclusion 

A complete offline handwritten character 

recognition system based on a hybrid feature 

extraction technique has been presented. The system 

comprised three main stages, i.e. pre-processing, 

feature extraction technique, and SVM based 

training/classification. The proposed hybrid feature 

extraction technique, as experiments revealed, proved 

to capture local and global variations in handwritten 

character styles. The extracted feature vector was a 

combination of correlation function based features 

and some statistical/structural features. The 

correlation features identified the straight line strokes 

in characters which were then equipped with some 

statistical/structural features to make the feature 

vector more robust. Owing to the proposed feature 

extraction technique, the trained support vector 

machine classifier has shown higher efficiency with 

respect to speed, memory, and classification accuracy 

as compared to other related approaches dealing the 

handwritten character recognition problem. 
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