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Abstract
A pulse width modulation (PWM) approach based on the discrete equivalent model of an under actuated spinning body is proposed. The presented work is a sequel to the earlier work done by the authors for the orientation control of the drill machine. The constraint is an actuating signal of fixed amplitude with adjustable pulse width. A novel approach based on error minimization is developed. The optimized values of pulse width and phase of the control input are estimated to generate the actuating signal. The problems of local minima and non-causality were also addressed through proposed technique. The simulations are included to compare proposed techniques with the earlier developed techniques for similar systems. The performance is also shown under both nominal and parameter variations.
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1. Introduction
Control of under actuated systems has attracted lot of attention from the researchers mainly because they are economically efficient. The applications of under actuated mechanical designs have shown significant improvement in the robust operating performance [1–4]. This also finds application in spin stabilized flying bodies, under actuated ships and satellite control schemes. The control of such under actuated systems has its limitations and can be classified as a challenging problem in the field of controls and dynamics. To drive such systems generally two types of actuators are utilized namely Servo and On-Off type [5,6] and the references therein. Amongst the two types, the control signal generated by servo actuators is more accurate and smooth on the other hand, on-off type is preferred due to its simpler structure such as gas-jet thrusters for satellites and solenoid valves for high-power hydraulic excavators. The consequent design of control systems for such actuators involves nonlinear analysis and design. Various techniques such as the Principle of Equivalent Areas (PEA) for PWM [7-12] are used to design the linear control systems having on-off actuation mechanism.

The orientation control of a special drill machine specifically designed for drilling soft materials was presented in [13,14]. This special drill machine [13] is a typical example of an under actuated spinning system. The magnitude and phase of the actuation pulse are controlled by a discrete time controller. The underlying model of the controller is the discrete-time equivalent model of the plant. The plant is actuated for a short duration i.e., during a complete revolution of the bit and is unactuated otherwise. This leads to an under actuated control problem. The solution provided by [13] is effective in controlling the orientation, but has a major practical limitation. The pulse width of control input is fixed while its magnitude is proportional to the amount of control force required and is unlimited. In physical system such unlimited amplitude leads to saturation. On the other hand, limiting the maximum amplitude of the control signal restricts the overall movement and leads to stability issues.

This paper is presented as a sequel of [13]& [15] with the focus on improving controller design. The limitation of unlimited amplitude can be overcome by assuming the actuation pulse of fixed amplitude and variable duration. This led to designing a more complex algorithm where the control input leads to inconvenient closed form time variant solution. Adjusting the pulse width and delay of such control input can be carried out through a PEA based
The main advantage of PEA is that it is practically implementable, but is based on approximation. Thus, for high modulation frequency, the averaging response becomes closer to the given control signal but at the same time higher model formulas are more difficult to convert using the PEA concept. The minimum pulse width which cannot be ignored is also a major limitation for developing exact PEA signal. Therefore a novel technique is required to design the controller for such systems. It is a real challenge as the orthodox control theory is not applicable here. An output feedback optimization algorithm based on the minimization of the error signal is proposed. The resultant actuating signal is generated based on the optimized values of pulse width and delay. It is shown via simulations that the presented scheme provided a smooth control for precise movement and overcome the limitations on the control effort. The cost function, however, appears to be ill behaved, resulting in multiple local minima. The elimination of local minima and the estimation of unique global minima is carried out through reference phase algorithm and multiple initial point algorithm (MIP). Global minimization plays an effective role in many real problems such as science, engineering and economy.

The remainder of the paper is organized as follows: Section 2 describes the model of the under actuated drill machine. The Error minimization control algorithm is presented in section 3 followed by the conclusion and references.
as $x_1, x_2, x_3, x_4, u_1$ and $u_2$ respectively. It is assumed that $\omega_2$ is constant which is quite typical in spinning systems. The angular positions are obtained by integrating angular velocities. The corresponding linear time invariant state space equations are:

$$
\begin{align*}
\dot{x}(t) &= 
\begin{bmatrix}
-\frac{b}{J_x} - \frac{H_x}{J_x} & 0 & 0
\end{bmatrix}
\begin{bmatrix}
x(t)
\end{bmatrix} + 
\begin{bmatrix}
\frac{k}{J_x} & 0
\end{bmatrix}
\begin{bmatrix}
0
\end{bmatrix}
u(t)
\end{align*}
$$

(3)

$$
y(t) = 
\begin{bmatrix}
0 & 0 & 1 & 0
\end{bmatrix}
\begin{bmatrix}
x(t)
\end{bmatrix}
$$

$$
u(t) = 
\begin{bmatrix}
\alpha \cos \omega_1 t \\
\alpha \sin \omega_1 t
\end{bmatrix}
$$

where \(t_i \leq |PW| \leq t_2\)

$$
0 \leq \Delta \leq T
$$

$$
\|u(t)\| = \alpha
$$

(4)

3. Error Minimized Control (EMC)

PEA based scheme [15] and Amplitude Modulation approach [13] have their respective limitations. A novel algorithm is presented which is based on the optimization of the error signal. The complexity level is also increased by posing it as an output feedback control as opposed to the state feedback control [13]. The discrete-time equivalent model is given by (5) (same as A.5). The detailed derivation is presented in appendix “A”.
Although the integral in (5) is solvable but the closed form becomes inconveniently lengthy to handle. The control techniques presented in [13] and [15] are not applicable for systems that are not convenient to express in closed form. Due to this limitation we resort to use non-conventional method derived from optimal control and Model predictive control theory.

3.1 Controller

The pulse width PW and the position Δ are the only available parameters whose values can be controlled under constraints (4). The control signal (Fig. 4) is generated by searching optimized values of PW and Δ based on the minimization of error. The Fig. 5 presents the proposed scheme. The error is the difference between the reference signal and the observer feedback (6). The cost function \( J(u) \) is given by (7)

\[
x((K+1)T) = e^{AT}x(KT) + e^{AT(K+1)} \int_{KT+Δ+\frac{PW}{2}}^{KT+Δ+\frac{PW}{2}} e^{At}Bu(t)\,dt
\]

\[
x((K+1)T) = e^{AT}x(KT) + \int_{KT+Δ+\frac{PW}{2}}^{KT+Δ+\frac{PW}{2}} e^{At}Bu(t)\,dt
\]

(3)

3.2 Observer Design

The observer is designed via the standard pole placement technique [21] for EMC. The observer gain \( L = [-531 -531 -414 -414] \) is designed for such eigenvalues that the error (10) asymptotically converges to zero.

\[
\dot{e}_o(t) = [\mathbf{A} - LC] e_o(t)
\]

\[
e_o(t) = x(t) - \hat{x}(t)
\]

For the proposed optimization algorithm, two problems were encountered. One is the problem of local minima. This problem can be effectively neutralized through two different algorithms discussed in detail in section 3.4. The other problem is that the actuation may become non-causal. This non-causality was denied through phase adjustment technique given in section 3.5.
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3.2 Observer Design
3.3 Local Minima Issues

The performance of the proposed EMC based control for the position control of X and Y axis is shown in Fig. 6. The system shows poor tracking response for the time interval 0.1 sec to 0.5 sec (Fig. 6). This is due to the existence of at least two minima in addition to global minima. Hence, the optimizer cannot differentiate between local and global minima and consequently the cost function could not be minimized. This problem was investigated through exhaustive search for global minima at different time intervals (Fig. 7). The values for the optimized cost function at 0.25 sec are \( (J(u), PW, \Delta) = (90.044, -0.0012, 0.0013) \) but this is a local minimum. The global minimum exists at \( (J(u), PW, \Delta) = (0.01, 0.0032, 0.0065) \). Similarly the same phenomenon of local minima is also observed at 0.4 sec. However, the situation is improved at 0.55 sec and 0.8 sec where the optimizer was able to converge to global minima effectively (because of the absence the local minima). In order to avoid local minima, two approaches in following sub-sections were used. Both the methods were able to avoid local minima and show satisfactory results.

Reference Phase Algorithm (RPA)

For each iteration, the initial guess for \( \Delta \) and \( PW \) is fed to the search algorithm. This initial guess for \( \Delta \) is calculated from the phase of the reference signal (11). The last value of \( PW \) is taken as initial guess for the next iteration.

\[
\Delta_i = \begin{cases} 
\frac{T}{2} & i = 0 \\
\frac{T}{2\pi} \tan^{-1} \left( \frac{r_i}{r_{i-1}} \right) & i > 0 
\end{cases}
\]

\[
PW_i = \begin{cases} 
PW_{i-1} & i = 0 \\
PW_i & i > 0 
\end{cases}
\]

Multiple Initial Point (MIP) Algorithm

This algorithm is a comprehensive search technique for global minimization. It is initiated through multiple equi-spaced n data sets. The values of \( \Delta \) and \( PW \) are selected based on the lowest value of the cost function \( J \). Mathematically, the algorithm is explained in (12),

---

Fig. 7  Local and Global Minima Search
3.4 Phase Adjustment

The system’s actuation becomes non-causal due to the use of PWM control signal. The center of the pulse is to be determined at the end of each rotation; this might lead to the actuation becoming non-causal for some values of $A$. A phase adjustment is introduced to effectively produce a causal actuation.

An arbitrary threshold zone “$th_1$ or $th_e$” is chosen such that the actuation should not fall within this zone. The observation is always taken at the start of the zone, which slides to deny the actuation to fall within “$th_1$ or $th_e$”. Table I summarizes the three possible cases. The Fig.8 shows that for the cases I & III, when the reference is changed for $(i+1)$ rotation, the next observation is so placed as to avoid the system becomes non-causal and align the center of actuation with the reference, but in doing so the actuation time is also changed.

$$PW_i = \begin{cases} PW_0 & i = 0 \\ PW_{i-1} & i > 0 \end{cases}$$

$$\Delta_i = \begin{cases} \frac{T}{n} & i = 0 \\ \frac{T}{n} + \Delta_{i-1} & i > 0 \end{cases}$$

$$\Delta \rightarrow \min \{ J(u_1), J(u_2), \cdots J(u_n) \} \quad \text{where} \quad \begin{cases} u_1 = \left( \frac{PW_i}{\Delta_i} \right) \\ \vdots \\ u_n = \left( \frac{PW_n}{\Delta_n} \right) \end{cases}$$

$n \in \mathbb{N}$ but $n \neq 0$

---

**Fig. 8. Phase Adjustment Scenarios**
3.5 Simulations and Performance Analysis

Simulations were carried out in MATLAB and SIMULINK. The parameters used are:

\[ z = 400 \text{ rad/sec}, \quad b = 400, \quad K_i = 1, \quad J = 4 \text{ kgm}, \quad J_z = 5 \text{ kg} \]

The time interval to complete one revolution is 0.05 sec. The values of parameters are same as in [13], so that fair comparison between the techniques can be made. The technique [13] shows better transient response but could not track time varying reference as shown in Fig. 9. The PEA based approach [15] though complying constraints (4) shows poor transient response. Though this technique tracks a time varying signal but with errors and thus not suitable for precise tracking as shown in Fig.10. On the other hand EMC technique has good transient response as well as precisely follows moving reference too. The superior performance of EMC as compared to other techniques can be seen in Fig.11 & Fig.12. MIP & RPA overcome local minima issues where as phase adjustment technique overcomes the causality problem. EMC achieves better settling time for constant reference and is able to track a moving reference effectively. However, the amount of computation required to implement MIP is much more than required in RPA.

Table 1. Possible Scenarios for Phase Adjustment

<table>
<thead>
<tr>
<th>Case</th>
<th>Condition</th>
<th>ith Rotation</th>
<th>(i+1) th Rotation</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>[ \Delta - \left</td>
<td>\frac{PW}{2} \right</td>
<td>&lt; \theta_s ]</td>
</tr>
<tr>
<td>III</td>
<td>[ \Delta + \left</td>
<td>\frac{PW}{2} \right</td>
<td>&gt; \theta_s ]</td>
</tr>
<tr>
<td>II</td>
<td>Otherwise</td>
<td>( t_{end(i)} = t_{end(i)} )</td>
<td></td>
</tr>
</tbody>
</table>

Fig.9
Fig. 10. PEA based Stabilization [15]

Fig. 11. Stabilization under Fixed & Varying Reference by RPA-EMC

Fig. 12. Stabilization under Fixed & Varying Reference by MIP-EMC
3.6 **Monte Carlo Simulations**

The robustness of the EMC based control technique is verified by introducing parametric perturbation in the system model (2). Based on the results of over 1200 monte-carlo simulations, both RPA-EMC (Fig. 13) and MIP-EMC (Fig. 14) remained stable with minor variations in settling time and the tracking target was achieved. MIP-EMC showed better settling time as compared to RPA-EMC as they withstand up to 25% of parametric perturbation.

3.7 **Real Time Implementation**

So far real time implementation of presented algorithms has not been carried out and is out of scope of this paper. However the presented algorithms can be implemented for slow sampling systems through present day fast processing hardware. Similarly for system with high sampling rate, the presented algorithms can be implemented as offline controllers based on learning control design techniques.

Model predictive control scheme is yet another way by which presented algorithms can be implemented in real time for system having high sampling rate. This technique is being developed by the authors for similar class of systems and will be published in near future.

4. **Conclusion**

A PWM control design is proposed for the orientation control of an under actuated spinning system under constraints with application on a small drill machine. The scheme is presented to generate
the required actuating signal of fixed amplitude and variable duration. It is based on the discrete equivalent model of the plant. The atypical nature of the control input failed to generate an exact closed form discrete equivalent model. Controller design is improved by introducing an output feedback error minimizing control based on PWM. The algorithm is a subspace trust-region method and finds optimized values of pulse width and amplitude of the control input. The problems of local minima and non-causality were also addressed. The scheme is very effective for fixed references as well as for tracking problems. The PEA based technique [15] has shown satisfactory results under given constraints, but not suitable for precise movements. The monte-carlo simulations show that the EMC technique gives satisfactory performance under both nominal and parameter variations. EMC-MIP technique even outclass EMC-RPA under high parametric variations. The future work may be focused on the smart optimization techniques for reduction in run time as well as using particle filter approach so as to eliminate optimization step.
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Appendix A

1. Discrete Time Equivalent Model for EMC

The discrete time equivalent model is developed by considering the characteristics of the constrained control input (Fig. 4). The time interval \([KT, (K+1)T]\) is considered as one revolution of the rotor frame. This time period \(T\) is divided into three separate intervals, i.e., interval I, II and III as shown in the Fig.A.1 (Fig.4 is redrawn as Fig.A.1). It must be noted that during intervals I and III the system is un-actuated.

1.1. Interval I: \(KT \rightarrow KT + t_1\), where \(t_1 = \Delta - \frac{PW}{2}\)

In this interval the system is un-actuated, hence the states of (3) are given [21] by

\[
x(KT + t_1) = e^{A_1} x(KT)
\]

(A.1)

1.2. Interval II: \(KT + t_1 \rightarrow KT + t_2\), where \(t_2 = \Delta + \frac{PW}{2}\)

In this interval the system is actuated, using the result in (A.1) as the initial condition, the states of the given system during this interval are

\[
x(KT + t_2) = e^{A_1} x(KT + t_1) + \int_{KT+t_1}^{KT+t_2} e^{A(KT+t_1 - \tau)} Bu(\tau) d\tau
\]

(A.2)

Putting value of \(x(KT + t_1)\) from A.1 into A.2, we have

\[
x(KT + t_2) = e^{A_1} x(KT) + \int_{KT+t_1}^{KT+t_2} e^{A(KT+t_1 - \tau)} Bu(\tau) d\tau
\]

(A.3)

1.3. Interval III: \(KT + t_2 \rightarrow (K+1)T\)

The system is un-actuated in this interval and the states are

\[
x((K+1)T) = e^{(K+1)A} x(KT + t_2)
\]

(A.4)

Substituting (A.3) in (A.4)

\[
x((K+1)T) = e^{AT} x(KT) + e^{AT(K+1)} \int_{KT+t_1}^{KT+t_2} e^{-A\tau} Bu(\tau) d\tau
\]

(A.5)